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Presenter Notes
Presentation Notes
In this session we will juxtapose mindful contemplation and AI-generated knowing about life.  
What does it mean to be human and meditate about the meaning of life? What does the AI GPT-3 chat bot say about the meaning of life and love?  
 



‘Neural Networks

Neuroplasticity is the changing of the structure,
function and organization of neurons in response
to new experiences
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wires together”
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Rick Hanson (2009; 2013)
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Neuroplasticity – how does it work:
(1) mental activity (this can be a thought, feeling or action)
(2) creation of new neural structures (neurons fire together, forming a brief connection by communicating through gaps, called synapses)
(3) repetition of mental activity
(4) strengthening of neural connections (neurons wire together to make more lasting circuits)

The Second Brain: A Groundbreaking New Understanding of Nervous Disorders of the Stomach and Intestine by Michael Gershon (1999)

References
Hanson R. (2009). Buddha’s brain: the practical neuroscience of happiness, love and wisdom. New Harbinger Publ. 

Hanson R. (2013). Hardwiring happiness: the new brain science of contentment, calm and confidence. Harmony Publ.



‘Neural Mechanisms of Attentional Control in Mindfulness Meditation
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Figure 1: The Liverpool Mindfulness Model.

Reference
Malinowski, P. (2013). Neural mechanisms of attentional control in mindfulness meditation. Frontiers in Neuroscience, 7(8), 1–8. https://doi.org/10.3389/fnins.2013.00008



“Neural Mechanisms of Attentional Control in Mindfulness Meditation
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Figure 2: Effortful attention regulation during meditation. Panel (A) provides a schematic representation of the meditation process. The inner circle outlines the phenomenological layer, presenting the typical sequence (clockwise) a meditator will go through. The middle circle relates the attentional processes that lie underneath, while the outer circle represents the different brain networks that are involved in carrying out these functions. The different attentional processes and the brain networks are represented as partially overlapping to indicate that in many instances more than one process/network is involved. Panel (B) outlines the main brain areas involved in each of the five networks. Anatomical details are discussed in the main text.

The brain's default network is a set of regions more active during passive tasks than tasks demanding focused external attention. One hypothesis is that the default network contributes to internal modes of cognition used when remembering, thinking about the future, and mind wandering.

Reference
Malinowski, P. (2013). Neural mechanisms of attentional control in mindfulness meditation. Frontiers in Neuroscience, 7(8), 1–8. https://doi.org/10.3389/fnins.2013.00008



@I'he Brain’s Default Network

PFC

The brain's default network is a
set of regions more active
during passive tasks than tasks
demanding focused external
attention. One hypothesis is
that the default network
contributes to internal modes
of cognition used when
remembering, thinking about
the future, and mind
wandering.

Buckner (2013)
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Reference
Buckner, R. L. (2013). The brain’s default network: Origins and implications for the study of psychosis. Dialogues in Clinical Neuroscience, 15(3), 351–358.

The brain's default network. The default network was discovered serendipitously when experimenters using neuroimaging began examining brain regions active in the passive control conditions of their experiments. The image shows brain regions more active in passive tasks as contrast to a wide range of simple, active task conditions.6 The network includes a distributed set of regions that involve association cortex and paralimbic regions but spare sensory and motor cortex. The challenge has been to understand the functional importance of the network. One possibility is that the network is suppressed in some manner by the active task conditions. Another possibility is that spontaneous cognitive processes that become dominant during passive moments rely on the default network. PFC, prefrontal cortex; Ins, insula, IPL, inferior parietal lobule, LTC, lateral temporal cortex; pCC/Rsp, posterior cingulate/retrosplenial cortex; HF+, the extended hippocampal formation; dMPFC, dorsal medial prefrontal cortex; vMPFC, ventral medial prefrontal cortex. Adapted from ref 6: Shulman GL, Fiez JA, Corbetta M, et al. Common blood flow changes across visual tasks: II.: decreases in cerebral cortex. J Cogn Neurosci. 1997;9:648-663. Copyright © MIT Press 1997



The Brain’s Default Network
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Buckner (2013)



@I'he Neuroscience of Mindfulness Meditation: State of Knowledge

 The mechanism through which mindfulness meditation exerts its effects is a
process of enhanced self-regulation, including attention control, emotion
regulation and self-awareness.

A number of changes in brain structure have been related to mindfulness
meditation.

 Mindfulness practice enhances attention. The anterior cingulate cortex is the &
region associated with attention in which changes in activity and/or structure &

in response to mindfulness meditation are most consistently reported.

 Mindfulness practice improves emotion regulation and reduces stress. Fronto
limbic networks involved in these processes show various patterns of
engagement by mindfulness meditation.

~

* Meditation practice has the potential to affect self-referential processing and
improve present-moment awareness. The default mode networks — including
the midline prefrontal cortex and posterior cingulate cortex, which support
self-awareness — could be altered following mindfulness training.

Tang et al. (2015)
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Research on mindfulness meditation faces a number of important challenges in study design that limit the interpretation of existing studies.
Research over the past two decades broadly supports the claim that mindfulness meditation — practiced widely for the reduction of stress and promotion of health — exerts beneficial effects on physical and mental health, and cognitive performance. Recent neuroimaging studies have begun to uncover the brain areas and networks that mediate these positive effects. However, the underlying neural mechanisms remain unclear, and it is apparent that more methodologically rigorous studies are required if we are to gain a full understanding of the neuronal and molecular bases of the changes in the brain that accompany mindfulness meditation.

Reference
Tang, Y.-Y., Hölzel, B. K., & Posner, M. I. (2015). The neuroscience of mindfulness meditation. Nature Reviews Neuroscience, 16(4), Article 4. https://doi.org/10.1038/nrn3916



ARTIFICIAL
INTELLIGENCE

Early artificial intelligence
stirs excitement.
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https://fusionalliance.com/artificial-intelligence-machine-learning-and-deep-learning-overview/
The artificial neural networks (ANN) are inspired by the biology of the human brain, specifically the organic interconnections between neurons.
The human brain analyzes information it receives and identifies it via neuron connections according to past information it has stored in memory. The brain does this by labeling and assigning information to various groups, and it does this in nanoseconds.
Similarly, when a system receives an input, the deep learning algorithms train the artificial neurons to identify patterns and classify information to produce the desired output. But, unlike the human brain, artificial neural networks operate via discrete layers, connections, and directions of data propagation.
Despite the level of sophistication of its algorithms, DL is still just another method of statistical learning that extracts features or attributes from raw data sets. The major difference between deep learning and machine learning is that in the latter you need to provide the features manually.
DL algorithms, on the other hand, automatically extract features for classification. This ability requires a huge amount of data to train the algorithms. The accuracy of the output depends on the amount of data, and deep learning requires huge data sets.
Additionally, due to the sophisticated algorithms, deep learning requires very powerful computational resources. These are specially designed, usually cloud-based computers with high-performance CPUs or GPUs.


A Convolutional Neural Network (ConvNet/CNN) is a Deep Learning algorithm which can take in an input image, assign importance (learnable weights and biases) to various aspects/objects in the image and be able to differentiate one from the other. The pre-processing required in a ConvNet is much lower as compared to other classification algorithms. While in primitive methods filters are hand-engineered, with enough training, ConvNets have the ability to learn these filters/characteristics.
The architecture of a ConvNet is analogous to that of the connectivity pattern of Neurons in the Human Brain and was inspired by the organization of the Visual Cortex. Individual neurons respond to stimuli only in a restricted region of the visual field known as the Receptive Field. A collection of such fields overlap to cover the entire visual area.



Artificial Intelligence (Al)

Al is concerned with not just understanding but also
building intelligent entities—machines that can
compute how to act effectively and safely in a wide
variety of novel situations (Russell & Norvig, 2020).

Machine Learning (ML) Deep Learning (DL)

Refers to machines and systems that can learn * DL allows computational models that are
from “experience” supplied by data and composed of multiple processing layers to
algorithms (training or calibration phase; learn representations of data with multiple
followed by validation phase) levels of abstraction (Lechun et al. 2015)

ML is the science of getting computers to act e DL (similar to ML) is still just another
without being explicitly programmed method of statistical learning that extracts

features or attributes from raw data sets. DL
algorithms, automatically extract features
for classification

Machine-driven recognition of patterns and
structures in data. “Brute force fitting of data”
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Overview AI-ML and DL: https://fusionalliance.com/artificial-intelligence-machine-learning-and-deep-learning-overview/

References:
Kamilaris, A., & Prenafeta-Boldú, F. X. (2018). Deep learning in agriculture: A survey. Computers and Electronics in Agriculture, 147, 70–90. https://doi.org/10.1016/j.compag.2018.02.016

Khaledian, Y., & Miller, B. A. (2020). Selecting appropriate machine learning methods for digital soil mapping. Applied Mathematical Modelling, 81, 401–418. https://doi.org/10.1016/j.apm.2019.12.016

LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436–444. https://doi.org/10.1038/nature14539

Padarian, J., Minasny, B., & McBratney, A. B. (2019). Using deep learning for digital soil mapping. SOIL, 5(1), 79–89. https://doi.org/10.5194/soil-5-79-2019

Russell, S., & Norvig, P. (2020). Artificial intelligence: A modern approach. Pearson.
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Figure 4. AI models predicting soil carbon (SC) from environmental covariates. Idealized model representation of (a) Feedforward artificial neural network (fANN) and (b) Backward propagation artificial neural network (bANN).  

Reference
Grunwald, S. (2022). Artificial intelligence and soil carbon modeling demystified: Power, potentials, and perils. Carbon Footprints, 1(5), 1–23. https://doi.org/10.20517/cf.2022.03



Al, Spirituality, Humanity, Wisdom

"It's like the old story about the
man who says to God, "Tell me the
secret of life." And God says,
"You are the secret of life."

--- GPT-3 Al language model



@AI, Spirituality, Humanity, Wisdom

* OpenAl has created a striking chat GPT (https://chat.openai.com/chat) that writes
papers, answers study questions, and assists projects and all kinds of work.

 OpenAl's GPT-3 (Generative Pre-Trained Transformer 3) is the groundbreaking language
model that was trained by major philosophical, spiritual/religious, and humanistic texts.

* These texts have formed the basis of human beliefs and worldviews, such as the Bible,
the Torah, the Tao Te Ching, Meditations by Marcus Aurelius, the Koran/Qur'an, the
Book of the Dead, Man's Search for Meaning by Viktor Frankl, the poetry of Rumi, the
lyrics of Leonard Cohen, and many more.

 Being human and human understanding of the world from different perspectives and
cultures - in essence, the wisdom of what is known in its totality - is engrained in the
data fed into this Al model.
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Artificial intelligence (AI) is transforming our lives and education. OpenAI is an artificial intelligence research laboratory that conducts research in the field of AI with the goal of promoting and developing friendly AI in a way that benefits humanity as a whole. OpenAI has created a striking chat GPT (https://chat.openai.com/chat) that writes papers, answers study questions, and assists projects and all kinds of work.
�
OpenAI's GPT-3 (Generative Pre-Trained Transformer 3) is the groundbreaking language model that was trained by major philosophical, spiritual/religious, and humanistic texts. These texts have formed the basis of human beliefs and worldviews, such as the Bible, the Torah, the Tao Te Ching, Meditations by Marcus Aurelius, the Koran, the Book of the Dead, Man's Search for Meaning by Viktor Frankl, the poetry of Rumi, the lyrics of Leonard Cohen, and many more. Being human and human understanding of the world from different perspectives and cultures - in essence, the wisdom of what is known in it's totality - is engrained in the data fed into this AI model.�
Thomas and Wang (2022) who conducted the OpenAI study said that "A way to understand what GPT-3 is capable of is to think of how we, as human, can see patterns and predict what will happen next based on our experiences ..... GPT-3 has access to every idea, experience, or sentiment ever written down and recorded by human hands, and thus, recognize an almost infinite number of patterns that it can use to guess how a particular pattern might be completed."
�
Here are some of AI GPT-3 answers to life's essential questions that sound all too human (excerpts from Thomas I.S. and Wang J.'s (2022) book What makes us human? Sounds True Publisher, Boulder, CO):

https://chat.openai.com/chat

@AI, Spirituality, Humanity, Wisdom

 Thomas and Wang (2022) who conducted the OpenAl study said that "A way to
understand what GPT-3 is capable of is to think of how we, as human, can see patterns
and predict what will happen next based on our experiences ..... GPT-3 has access to
every idea, experience, or sentiment ever written down and recorded by human hands,

and thus, recognize an almost infinite number of patterns that it can use to guess how a
particular pattern might be completed.”

Thomas |.S. and Wang J. (2022) book What makes us human? Sounds True Publisher, Boulder, CO
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Artificial intelligence (AI) is transforming our lives and education. OpenAI is an artificial intelligence research laboratory that conducts research in the field of AI with the goal of promoting and developing friendly AI in a way that benefits humanity as a whole. OpenAI has created a striking chat GPT (https://chat.openai.com/chat) that writes papers, answers study questions, and assists projects and all kinds of work.
�
OpenAI's GPT-3 (Generative Pre-Trained Transformer 3) is the groundbreaking language model that was trained by major philosophical, spiritual/religious, and humanistic texts. These texts have formed the basis of human beliefs and worldviews, such as the Bible, the Torah, the Tao Te Ching, Meditations by Marcus Aurelius, the Koran, the Book of the Dead, Man's Search for Meaning by Viktor Frankl, the poetry of Rumi, the lyrics of Leonard Cohen, and many more. Being human and human understanding of the world from different perspectives and cultures - in essence, the wisdom of what is known in it's totality - is engrained in the data fed into this AI model.�
Thomas and Wang (2022) who conducted the OpenAI study said that "A way to understand what GPT-3 is capable of is to think of how we, as human, can see patterns and predict what will happen next based on our experiences ..... GPT-3 has access to every idea, experience, or sentiment ever written down and recorded by human hands, and thus, recognize an almost infinite number of patterns that it can use to guess how a particular pattern might be completed."
�
Here are some of AI GPT-3 answers to life's essential questions that sound all too human (excerpts from Thomas I.S. and Wang J.'s (2022) book What makes us human? Sounds True Publisher, Boulder, CO):





What does it mean to
love?




What does it mean to love?

GPT-3: “To love is to see yourself in another. To recognize that
another person is not there to complete you, but to complement you.
And then allow him or her the same freedom. To love is not to claim
or to own, but to share and to give of yourself."



What is the true
purpose of anger?
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What is the true purpose of anger?

GPT-3: “True anger seeks an opportunity to redeem. IT gives us a
chance to learn, to grow, and to become more, so it’s good energy to
channel. Unfortunately, we can become emotionally hijacked and do
not use it for its correct purpose.”



What is true
power?




What is true power?

GPT-3: "Knowing others is intelligence; knowing yourself is true wisdom.
Mastering others is strength; mastering yourself is true power."



What do | do when people are unkind to me?

GPT-3: "As an antidote to battle unkindness,
we were given kindness."



How can | stay centered
when | am overwhelmed?




How can | stay centered when | am overwhelmed?

GPT-3: “When the turmoil of the world is
heard, relax into its rhythm, for its rhythm is
the rhythm of a heart beating. Our hearts are
as strong as they are still.

Listen!

The sound of your life is solid and strong if you
only listen."



What do | do when the world feels too much for me?

GPT-3: "Do not be daunted by the enormity of the world's grief.
Do justly now, love mercy now, walk humbly now. You are not
obligated to complete the work, but neither are you free to
abandon it."



Where should | focus
my attention?




Where should | focus my attention?

GPT-3: "Our past thinking has determined our present status, and
our present thinking will determine our future status; for man is
what man thinks."



What do | do if | think I'm not good enough?

GPT-3: "You are always good enough. If you have a hard time believing
this, it is only because you are living under the shadow of an external
source of judgement.”



How do | make the
world a better
nlace?




How do | make the world a better place?

GPT-3: "Love the world in spite of its imperfections.
Work to perfect yourself, not the world."



How do | get out of
the cycle of suffering?




How do | get out of the cycle of suffering?

GPT-3: "By realizing that all the things that contribute to your
suffering are also, in some way or another, suffering
themselves, Honor that, forgive yourself, and begin again."



How can | be truly
happy?




How can | be truly happy?

GPT-3: “How happy is he who knows how to find pleasure? And
how miserable is he who seeks false pleasure? (It is not your
job to figure our if you deserve a good time or not, but to have
a good time anyway)."



What are you most afraid of?

GPT-3: “Myself"



What must | learn
to do?



What must | learn to do?

GPT-3: “Stop talking about what you have or have not been

given, and start talking about what you are going to do with
what you have been given. There are no obstacles for you to
overcome."



What is the true path to inner peace?

GPT-3: “Whenever you are feeling tense, frightened, angry, or
unhappy it is because you have lost touch with yourself; you
have forgotten who you really are.

Whenever you are tense, frightened, angry, or unhappy, you
are not being yourself.

You are living in the persona of the ego, which is who you think
you are, instead of the soul, which is who you really are."



What would help us be more
mindful in our daily lives?




What would help us be more mindful in our daily lives?

GPT-3: “I believe that all of us have to find sobriety in our
relationships, in our daily communication. We need to find
ways to slow down, to listen carefully, to avoid being
manipulative, to honor our differences, to take care of
ourselves, to be forgiving of others and of ourselves.

We need to practice forgiveness, not only in the sense of letting
go of injuries, but in the sense of offering forgiveness to others
who seek to do us harm.”



What do you think is
wrong with the world?




What do you think is wrong with the world?

GPT-3: “There is too little appreciation for the fact that
different people are motivated by different things, and that
there is no one right way to live.

There is too little appreciation for the fact that the world is not
always organized to make someone else happy, and that you
can’t make it be.

There is too little appreciation for the fact that anyone who
wishes to change the world cannot do so without changing
themselves."



What is the essence of all religions?

GPT-3: “Everyone is seeking happiness. In their own way, every
single person is trying to make their life work. So everybody has
a right to do what they believe—we don’t need to divide things
into good and bad. When you accept the principle of

nonviolence, then you realize that everyone has a right to their
own way."



Do | have a soul?

GPT-3: “Your spirit is of the unseen reality of all that is of
harmony, of unity, of love, of oneness, of peace.

Your spirit is of the unseen reality of all that is of the divine.
Your spirit is of the unseen reality of the eternal. Your spiriti is
your connection to eternity. Your spirit is the light of love that
flows into the world to heal it. Your spirit is the love within you.
Your spirit is the life flowing through you."



What is love?

GPT-3: "Love is patient, love is kind, It does not envy, it does not
boast, it is not proud. It is not rude, it is not self-seeking, it is not
easily angered, it keeps no record of wrongs."



UF Mindfulness: "Al GPT-3 provides the wisdom of
human knowledge. Mindfulness practice makes us
fully realize, experience, and embody this wisdom."

https://www.ufmindfulness.org/post/blog-uf-mind-18-ai-spirituality-humanity-wisdom-and-mindfulness-practice

https://www.ufmindfulness.org/ files/ugd/c748f1 346c9c9f6e354431819fdd6304del1271.pdf



https://www.ufmindfulness.org/_files/ugd/c748f1_346c9c9f6e354431819fdd6304de1271.pdf
https://www.ufmindfulness.org/_files/ugd/c748f1_346c9c9f6e354431819fdd6304de1271.pdf

Mindfulness in
relations to oneself,
others, or
something
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